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Abstract: Molecular similarity and diversity analysis has played a significant role in computer-aided drug
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for the design and organization of compound databases and in silico screening. Here we review these related
methodologies and discuss selected applications.
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INTRODUCTION

Drug discovery research over the past 10-15 years has
resulted in an explosion of primary biological, chemical, and
pharmacological data, which has catalyzed rapid
development of informatics approaches in the life sciences.
In chemistry, combinatorial and high-throughput synthesis
techniques have dramatically increased the size of available
compound pools. Large pharmaceutical companies often
screen millions of molecules and generate enormous
amounts of data, which in turn creates substantial
chemoinformatics issues. Computational approaches are not
only needed for the design, selection, and organization of
new compounds to be made and tested but also for data
processing and management and, ultimately, large-scale
analysis of structure/property-activity relationships.

Computational approaches to the analysis of molecular
similarity and diversity have been at the forefront of
chemoinformatics research for more than a decade. The
concept of molecular similarity became a focal point of the
computational drug discovery community in 1990 [1] and
approximately at the same time, algorithms for selection of
dissimilar compounds were introduced [2]. Within the next
five years, the field of diversity analysis and design evolved
[3], spurred on by the need to design chemically diverse
combinatorial libraries. In addition, compound classification
techniques, in particular, cluster analysis [4], have been
intensely studied and applied in computational medicinal
chemistry at least since the mid 1980s. For essentially all of
these approaches, the ability to computationally compare
molecules on a large scale, analyze, and –if possible-
quantify their degree of relatedness is of critical importance.
Algorithms are needed to explore similarity relationships,
the detection of which goes well beyond what a chemist’s
eye would be able to see or what chemical intuition would
tell us, as illustrated in (Fig. 1). Attractive applications of
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methods for evaluating molecular similarity or diversity
range from the design of diverse compound libraries to the
selection of representative subsets. Compound classification
methods permit the generation of focused libraries or the
identification of novel hits or leads from large compound
collections. Such investigations can make important
contributions to experimental programs. For example,
methods to estimate diversity make it often possible to
ensure that synthetic libraries explore new areas of
chemistry, while the application of compound classification
techniques can greatly reduce the number of compounds
selected for biological evaluation and substantially help to
analyze the results.

There is little doubt that diversity and classification
methods will continue to play an important role in
chemoinformatics research and drug discovery. Since these
approaches are conceptually related to each other, we review
them here in context and discuss some representative
applications.

DESCRIPTORS

Assessing molecular similarity and diversity or
establishing relationships between compounds (the basis for
classification) generally requires the definition of chemical
references spaces. A key question is how to represent a
collection of compounds on a computer to best reflect their
similarity or diversity and group them accordingly. This
question can not be unambiguously answered because the
generation of chemical spaces for molecular comparisons is
always subject to definition and underlying assumptions.
Different chemical reference spaces typically produce
different compound distributions. However chemical space is
defined, its generation for computational analysis stringently
depends on the selection of descriptors of molecular structure
and properties. Therefore, we begin our discussion with an
overview of different chemical descriptors that are being used
for these and other purposes. Table 1 summarizes different
types of descriptors, as discussed in the following.
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Fig. (1). Molecular similarity.  Shown are examples of similarity relationships that have been correctly identified (in-house) using
computational methods. From the top to the bottom, structures having similar activity become increasingly diverse. While molecular
similarity can easily be “seen” in case of the first two examples, this is no longer possible for the other three remote relationships.
Thus, computational similarity analysis must be capable of recognizing relatedness of molecules that sometimes goes far beyond the
obvious and would not be predictable based on chemical intuition.

In computational chemistry and chemoinformatics, the
need for extensive digital representations of chemical
compounds and their physical properties has triggered the
development of a wealth of different concepts over the years.
Early approaches to defining descriptors focused on simple

2D drawings of molecules for applications in similarity
searching [5]. These efforts were at least in part driven by the
need to explore structure/property-activity relationships in
compound databases, similar to the original application of
substructure analysis [6]. Simple atom or bond counts and
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substructures or structural keys [7] greatly accelerate
substructure searching. Atom-pairs [8], topological torsions,
and subsequent adaptations such as physiochemical
descriptors [9] were developed. In addition, functional group
descriptors, ring structures, or their hash codes were also
found to be useful in describing features in molecules
important for their biological activity [10-14]. Combinations
of such descriptors can be encoded in keyed or hashed
fingerprint representations for rapid molecular comparisons.
These fingerprints are binary bit string representations of
molecular structure and properties and often significantly
vary in length and complexity [15]. These types of rather
simple structural or property descriptors can be very helpful
in understanding the results of similarity searching or
compound classification as the interpretation directly relates
to the understanding of molecular structure. In addition,
various physical property descriptors, such as logP(o/w) can
be conveniently calculated as a sum of fragment
contributions. There are also a variety of topological indices
[16], Zagreb [17], or Labute [18] descriptors that accumulate
contributions from various molecular graphs, and the use of
topological indices or related descriptors compresses
information about molecules into a small number of
quantities, thus permitting rapid comparison.

Table 1. Different Classes of Molecular Descriptors

1D

Molecular weight

Melting point

Number of halogen atoms

2D

Log of  octanol/water part coefficient

Atomic connectivity index

Number of H-bond acceptors

Number of aromatic bonds

Number of rotatable bonds

3D

Solvent-accessible surface area

Van der Waals volume

3-point pharmacophore
Descriptor types are classified here according to the dimensionality of the
molecular representation from which they are calculated.

Potential difficulties associated with the use of these
representations result from their abundance. Chosen
descriptor combinations might often describe compounds in
too much detail and overemphasize molecular features that
are not crucial for their biological activity. Simply put,
using extensive digital representations, molecules with
similar activity may often "look" rather different from each
other. On the other hand, simplification of descriptors or
reduction of their contributions might render molecules too
similar and suggest false-positive structure-activity
relationships. Thus, selecting the "right" set of descriptors
for a search or classification problem, beyond educated guess

or chemical intuition, continues to be a major obstacle in
many cases. Only a rather limited number of investigation
have thus far attempted to systematically rationalize
descriptor selection through use of principal component
analysis (PCA) [19,20], genetic algorithms [19,21], neural
nets [20] or information theory [22].

In addition to 1D or 2D descriptors, many molecular
descriptors are calculated from 3D structures. For example,
three- or four-point pharmacophores [23] extend atom pairs
or functional group representations, and descriptors based on
solvent-exposed molecular surface area [24] or topomers [25]
extend the concept of topological indices. Electronic
properties calculated with semi-empirical methods and
computationally simplified approaches such as transferable
atom equivalents [26] allow the description of molecules at
the level of electron distributions. A major problem
involving the use of 3D descriptors is that they are typically
calculated from hypothetical molecular conformations. There
is of course no guarantee that such predictions indeed
resemble bioactive conformations. In order to address these
difficulties, methods of approximating 3D conformation-
dependent properties such as the calculation of molecular
surface area from 2D representation have recently been
investigated [27,18]. In addition, pharmacophore fingerprints
attempt to capture all possible spatial arrangements of pre-
defined pharmacophore patterns in active molecules and
compare them with others, thereby alleviating the need of
predicting a specific conformation as the active one [28]. In
the quantitative analysis of structure-activity relationships
(QSAR), the conformational problem has been addressed by
the introduction of 4D-QSAR [29], and the formalism has
been further extended through inclusion of tautomers and
charge states (i.e. 5D-QSAR) [30].

Although 3D descriptions of molecules should contain
the maximum information achievable and thus be superior to
2D representations, the problems associated with predicting
bioactive conformations and calculating conformation-
dependent properties often eliminate principal advantages of
3D methods. In many cases, 2D and 3D descriptors and
methods have yielded comparable performance in similarity
analysis and compound classification and in others, either
2D or 3D approaches were found to be superior [31-34].
Clearly, performance depends to a large extent on the
particular search or classification problem and, based on
currently available data, it is hardly possible to assign
general preference to either 2D or 3D approaches.

METRICS

The majority of diversity and classification techniques
rely on pair-wise comparisons of molecules and a measure of
distance between them. When discontinuous values for
descriptors are used, as in binary fingerprints or
pharmacophore counts, it is relatively simple to define a
distance or similarity measure. In these cases, the Tanimoto,
cosine, or dice distances (or coefficients) are among the
preferred formulas [5]. Table 2 reports a number of these
distance metrics. To quantitatively compare fingerprint
overlap, the Tanimoto coefficient (Tc) has been, and
continues to be, the most widely applied metric. It ranges
from 0 to 1 for fingerprints having either no bits set on in
common or identical bit settings, respectively. As has been
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shown, possible Tc values are not evenly distributed and
there are some statistical limitations to the use of the Tc
metric [35, 36]. In addition, dependent on the specifics of
the fingerprints, a Tc value of 1.0 does not necessarily mean
that two molecules are identical.

Table 2. Conventional Similarity and Dissimilarity
Functions

Similarity Metrics

Tanimoto Coefficient: Tc = nij /(ni + nj - nij)

Dice Coefficient: Dc = 2nij /(ni + nj)

Cosine Coefficient Cc = nij /(ni nj)
1 /2

Dissimilarity (Distance) Metrics

Hamming Distance HDij = (ni + nj - 2nij)

Euclidean Distance EDij = (ni + nj - 2nij)
1/2

Average Distance Σ ΣDij

n n

i=1

n(n-1)
D  =  j=1

ni and nj are the number of bits set on (descriptor values) or descriptor values in
fingerprints of molecules i and j, respectively, and nij is the number of bits or
values in common to both molecules. Dij is the distance between molecules i and
j, D the average distance, and n the total number of molecules.

For continuous values of descriptors, other formulas can
be applied. For example, the correlation coefficient between
two sets of descriptors can be calculated and scaled between
-1.0 and 1.0. Alternatively, scaling each descriptor to a unit
range can be important for methods such as PCA.
Comparisons of various distance metrics have recently been
published [5]. In general, care must be taken not to
generalize threshold values for the assessment of molecular
similarity, since they typically depend on the classification
method or similarity search tool that is applied. For
example, a pioneering analysis of chemical neighborhood
behavior implied that molecules reaching a Tanimoto
similarity of 0.85 are often similar in activity [37].
However, as shown more recently, far too many potentially
active compounds were eliminated from a large compound
collection when this similarity threshold value was applied
in search calculations [38].

For diversity calculations and compound classification, it
is important to consider that the choice of descriptors, their
relative weighting, the similarity or distance metrics, and the
selected threshold values may have a substantial effects on
the chemical reasonableness of the results. In many
instances, the application of distance measures produces a
high-dimensional problem (N descriptors by the square of
the number of compounds), which ultimately limits the
number of molecules that can be effectively processed.

METHODS

At the heart of compound classification or diversity
analysis are approaches to organize compounds into groups
of similar ones or spread them out into distinct areas of
chemical space, respectively. Compounds can be classified

according to any chosen compound characteristic or property.
For example, compound classification techniques can group
compounds according to biological activity [15],
differentiate drugs from non-drugs [39,40], or systematically
distinguish between molecules from synthetic or natural
sources [41].

How is the predictive value of these methods evaluated?
If we take activity as an example, the measurement of the
quality of a classification system is rather clear. One would
like to correctly identify all actives in a collection of
molecules while maintaining a low false-positive rate.
Typically, a selection of active and inactive compounds
would be combined as a training set for a particular method
and a collection of active compounds reserved as a prediction
set. The rate at which active molecules are identified is
compared to random selection and expressed as an
enrichment factor. Other measures of predictive performance
or enrichment have also been proposed such as the number
of compounds that need to be tested until half the number of
actives are found (A50) [9]. For the selection of
representative subsets from existing compound collections,
measures of success are usually more subjective because, as
discussed above, any solution to the problem is much
influenced by the design of chemical reference space and the
descriptors applied.

Dissimilarity and Diversity Analysis

In the context of molecular diversity, methods for
dissimilarity analysis and diversity design should be
distinguished, although their boundaries are rather fluid in
some cases. Dissimilarity-based methods aim at selecting
subsets of compounds from larger collections that are most
dissimilar from each other [2,42]. Different algorithms have
been developed for dissimilarity selection [42], all of which
have in common that they rely on pair-wise comparison of
compound distances in descriptor spaces. The computational
complexity of maximum dissimilarity methods is on the
order of O(kn) to O(k2n), with k being the size of the subset
and n the size of the original collection. Popular methods
include the OptiSim [43] and DivPick [44] algorithms. In
DivPick, which is among the simplest approaches,
compounds are randomly selected and only those are
obtained that are sufficiently diverse from previous
selections based on a user-defined cutoff value of descriptor
distances. This technique was recently used in a combination
with hierarchical clustering steps to classify compound sets
based on dissimilarity [36,45]. Computationally more
efficient techniques have been described including the
centroid-based diversity sorting algorithm [46] having a
complexity on the order of O(n).

Recently designed algorithms for diversity estimation
have attempted to circumvent the problem of pair-wise
distance comparisons altogether by probability sampling
[47,48]. These types of methods essentially establish a link
between dissimilarity and diversity approaches. In diversity
design, the major task is to place compounds in chemical
space far enough apart so that some degree of uniform
coverage is achieved without overpopulating subspaces and
creating redundancy [3,49]. It is intuitively clear that such
strategies have played a crucial role in the design of diverse
combinatorial libraries beginning in the mid 1990s. These
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Fig (2). Clustering techniques.  Different clustering methods (as discussed in the text) are schematically illustrated. Gray dots
represent compounds having similar activity.

"inductive" diversity estimations can be carried out either at
the level of reagents or reaction products [50] and taking into
account 2D or 3D properties including pharmacophore
models [51]. Reagent-based diversity selection is extremely
fast but not as accurate as product-based evaluation for some
descriptor combinations. However, diversity analysis at the
level of products becomes quickly prohibitive if full
enumeration of compound libraries is required. However, if
probability sampling of reagents is applied, the diversity
distribution of the resulting library can be estimated without
the need to fully enumerate the products [47], presenting a
significant advancement for efficient library design.

QSAR

Among classification techniques, QSAR [52] and cluster
analysis [3] have perhaps the longest history in
computational medicinal chemistry. The underlying
assumption of classical QSAR analysis is that sets of
compounds with differential activity follow linear
structure/property-activity relationships, which is an
approximation in many cases. Original applications of
QSAR based on linear free energy relationships have been
extended to all types of 2D descriptors, 3D fields [53], and
multi-dimensional formalisms, as mentioned above [29,30].
Statistical measures of success are relatively easy to
determine but, at least for classical QSAR, the prediction
range is often quite narrow. For analyzing large data sets
such as high-throughput screening (HTS) data where

biological response results from a single compound dose, a
binary QSAR formalism has been introduced [54]. Based on
a chosen activity threshold criterion, test compounds are
simply classified as, for example, active or inactive, and the
method uses Bayesian probabilities and probability
functions to estimate the likelihood that other compounds
are also active.

Clustering and Decision Tree Techniques

Conventional clustering methods are divided into
hierarchical and non-hierarchical techniques. Figure 2
illustrates different clustering techniques. Hierarchical
methods build relationships between clusters and are further
distinguished as divisive or agglomerative clustering,
dependent on whether the process starts from a large clusters
or single compounds, respectively. In agglomerative
clustering, pair-wise similarity relationships are established
between molecules and clusters that are overall most similar
to each other are combined. By contrast, divisive clustering
starts from a large cluster and further divides it (and the
resulting clusters) based on lowest pair-wise compound
similarities. Non-hierarchical clustering algorithms group
molecules together into a pre-defined number of clusters
without analyzing inter-cluster relationships. For chemical
classification with non-hierarchical methods, Jarvis-Patrick
(JP) clustering [55] was shown to be the preferred approach
[56]. JP clustering is based on nearest neighbor analysis in
descriptor space. Two molecules are included in the same
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cluster if they have a minimum number of nearest neighbors.
Among hierarchical methods, (agglomerative) Ward
clustering [57] was found to be most effective (and better
than JP) [58].

Related to hierarchical clustering are methods that
classify compounds along decision trees such as recursive
partitioning (RP) [59,60]. At each node of the tree, RP
utilizes two-state descriptors (such as structural fragments) to
divide data sets into subsets of molecules that share or do
not share these descriptors, and the average biological
activity of these subsets is calculated. Ultimately, this
procedure leads to an enrichment of active molecules at
terminal nodes where active structures are associated with
final descriptor settings. The obtained rules can then be
applied to search databases for active compounds. Different
from clustering methods, RP has low complexity and can be
applied to very large descriptor pools and compound data
sets. However, the availability of many different descriptors
increases the risk that classification results might be easily
trapped in narrow regions of descriptor space. Therefore, RP
has recently been combined with simulated annealing
techniques [61]. Such stochastic solutions to descriptor
selection make use of an analogy to physical systems by
applying the Metropolis criterion to the fitness function.
Here less than optimal choices of descriptors may initially
be selected in order to overcome barriers between local
minima and the global optimum of the classification or
diversity scheme.

Conventional clustering methods and RP have in
common that active compounds can only belong to one final
subset. However, this can be problematic if compounds
having similar activity are structurally diverse and separated
during the clustering or partitioning process. In order to
address these shortcomings, techniques such as fuzzy [44,62]
and multi-domain [63] clustering have recently been
introduced that permit active molecules to occur in more
than one final group and make it possible to establish
overlapping and more detailed structure-activity
relationships. Multi-domain clustering also utilizes a
decision tree structure, similar to RP, but incorporates other
components such as simulated annealing and genetic
algorithms in the clustering process.

Partitioning and Cell-Based Methods

In contrast to cluster methodologies, compound
partitioning does not depend on pair-wise compound and
distance comparisons and is therefore in principle applicable
to much larger data sets. In partitioning, a coordinate system
must be generated in chemical space that defines where each
compound maps based on its calculated descriptor values.
The computational efficiency of partitioning methods is
much influenced by the dimensionality of the chemical
reference space and the complexity of operations required for
its manipulation and segmentation [64]. Partitions in multi-
dimensional space are generated by dividing descriptor axes
into regularly spaced intervals (a process called binning).
The generation of evenly spaced and populated partitions or
cells for diversity selection or compound classification
becomes more difficult with increasing dimensionality of
chemical space and, consequently, low-dimensional space
representations are often preferred.

Cell-based partitioning in low-dimensional chemistry
spaces became a popular approach following the introduction
of the BCUT metric [65]. BCUTs are uncorrelated
composite molecular descriptors that combine information
about molecular connectivity, inter-atomic distances, and
diverse molecular properties. Their application makes it
possible to construct reference spaces that typically consist
of six orthogonal axes [65]. For visualization purposes, the
dimensionality can often be further reduced to obtain 3D
representations. This is achieved by identifying the BCUT
axes around which the majority of active compounds are
located and eliminating the ones that do not contribute to
these distributions [66].

Dimension reduction of high-dimensional descriptor
spaces for partitioning has also been accomplished by several
methods including PCA [67], single value decomposition
[68], including multi-dimensional scaling [69], or non-linear
mapping [70]. Techniques like single value decomposition
and PCA reduce the dimensionality of chemical spaces by
eliminating descriptor correlation effects and generating new
orthogonal descriptor vectors. For example, principal
components consist of linear combinations of the original
descriptors assigning high weight to those that are most
important for capturing the variability within the compound
data set under investigation. Multi-dimensional scaling and
non-linear mapping are closely related techniques that
attempt to find those variables that preserve original data
distributions in lower dimensions. However, these methods
require distance comparisons, which limit the size of the
compound data sets, similar to conventional clustering. As
has been shown, such limitations might be circumvented
when these approaches are combined with probability
sampling and machine learning techniques in order to
estimate global data distributions from smaller reference sets
[70].

Other recent studies have demonstrated that effective
compound partitioning does not necessarily depend on the
generation of low-dimensional descriptor spaces. The median
partitioning (MP) algorithm makes use of statistical medians
of descriptor value distributions, transforms numerical
descriptors into a binary classification scheme, and divides
molecular data sets in subsequent steps into an increasing
number of unique partitions (n descriptors produce a total of
2n partitions) [71]. As illustrated in (Fig. 3), MP operates in
high-dimensional space, as opposed to cell-based methods.
MP has been shown to be an effective approach for diversity
selection [71] and also classification of bioactive compounds
[72], thereby achieving accurate results in up to 20-
dimensional reference spaces.

Neural Networks

Neural networks (NN) and self-organizing maps are also
used to develop complex models for compound
classification [73]. NNs are arrays of connected mathematical
models that are organized in different layers and simulate
adaptive learning processes. They are trained to distinguish
between different objects and their properties in learning sets
and used to make predictions. In self-organizing maps,
multi-dimensional descriptor space is reduced to a 2D
representation with toroidal shape, and these maps can be
used as a clustering tool for molecular data sets [74]. NN
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Fig (3). Partitioning algorithms. The figure highlights differences between cell-based partitioning, which involves dimension
reduction and orthogonalization of descriptor space, and direct space partitioning. Dimension reduction is achieved in this case by
deriving uncorrelated composite descriptors from original descriptor settings, and binning produces cells for partitioning in low-
dimensional space. By contrast, in the type of direct space partitioning shown here, n numerical descriptors are transformed into a
binary classification scheme in subsequent steps, thereby producing 2

n
 partitions, each of which is characterized by a unique

partition code. Gray dots represent a class of active compounds and black dots other database compounds.

models are usually extremely complex and difficult to
interpret but are able to derive relationships between
chemical and biological data that would not easily be
achieved by simpler functions. Importantly, different from
QSAR-analysis, NN models can capture non-linear
structure/property-activity relationships. Self organizing
maps are among preferred techniques for unsupervised
machine learning, whereas back propagating NNs are often
also used for supervised learning [73]. Some systematic
differentiation between drugs and non-drugs was first
accomplished by NN simulations [39,40].

Other Techniques

Genetic algorithms have been successfully applied to aid
in diversity analysis and compound classification, especially

for systematic descriptor selection [19,21]. Following this
approach, descriptors, weighting schemes, and/or calculation
parameters are encoded as a binary "chromosome" and each
bit setting provides a combination of these variables for
classification calculations. Thus, the genetic algorithm is
typically coupled to a classification method and results are
evaluated using a fitness function. Chromosomes producing
best intermediate solutions are subjected to mutation and
cross-over operations, and the process is continued until a
convergence criterion of the fitness function is reached.

Trend vectors are calculated as the first moment of
activity in descriptor space and are a very fast technique to
evaluate descriptor importance relative to biological activity
[8]. Descriptors for each compound are weighted by the
distance of each molecule from the average activity in a
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training set. Trend vector calculations are equivalent to
partial least squares analysis and the technique can be
applied to binary or continuous activity data [75].

Support vector machine represents a classification
technique reminiscent of linear discriminant analysis [76]. It
divides compounds along a complex hyperplane in
descriptor space so that the distance from active and inactive
compounds to the plane is minimized and, ultimately,
arrives at a binary formulation of activity (i.e. active versus
inactive). In an iterative fashion, compounds can be tested
and added to the model in order to increase its information
content. Test compounds are scored and considered active if
the score exceeds a pre-defined threshold value, similar to
the binary QSAR approach discussed above.

Binary kernel discrimination has recently been applied to
classification of data sets consisting of active and inactive
compounds [77]. The method is non-parametric and uses
binary descriptors or fingerprints to estimate the probability
of a molecule to be active. For two molecules under
comparison fingerprints are calculated and the number of bit
positions that differ is determined and used as input for a
kernel function. The function is summed for all active and
inactive compounds in a training set and a single parameter
of the kernel function is varied to obtain the best relative
ranking of actives. This parameter is then applied to
calculate kernel functions for test compounds and predict
active compounds based on their ranking. The method has
drawbacks in that its complexity scales quadratically with
the number of molecules in the training set and that training
set calculations must be repeated several times for parameter
optimization.

APPLICATIONS

Molecular diversity and compound classification
techniques are widely used in drug discovery settings. It is
fair to say that none of the methods discussed here is
currently accepted as a gold standard in the field (and
considered generally superior to others). In fact, many
institutions or companies develop their own methodologies,
and the way different techniques are applied varies in part
significantly. Compound classification techniques have also
been adapted for virtual screening of large compound
databases. An increasing number of interesting and
successful applications are reported in the literature and, in
order to complement the description of methods, some
representative examples will be discussed in the following.

Diversity Analysis

In the pharmaceutical industry, dissimilarity-based
methods and selection schemes have been intensely applied
in recent years to design and implement compound
acquisition strategies. A number of algorithms have been
optimized to add diverse compounds from external libraries
to in-house collections [78,79]. For example, LASSOO [79]
uses structural key-type fingerprints to characterize members
of an existing library and exploit differences in the
distribution of fingerprints settings in order to identify novel
dissimilar compounds. Many dissimilarity or clustering
methods applied to compound acquisition can only compare
data sets of limited size to existing libraries, due to pair-

wise molecular comparisons involved. Only recently, the
MP method was introduced that makes it possible to
efficiently select diverse subsets from compound sources
containing several million molecules [71]. The algorithm is
capable of doing so because it does not rely on pair-wise
compound comparisons and because it directly operates in
multi-dimensional chemical space (and does not require
complex mathematical space transformations).

While achieving chemical diversity of compound
collections is still an important goal, it is no longer the
principal objective, as it has been recognized that diversity
must be complemented, and sometimes constrained, by
desired drug-like properties (although it remains difficult to
understand, and predict, what exactly renders a molecule
drug-like) [80,81]. These insights have influenced both
compound acquisition and library design strategies. Efforts
to optimize chemical diversity of combinatorial libraries by
reagent- or product-based design are well documented in the
literature [82-84]. Furthermore, scalable techniques that
circumvent explicit enumeration and compound storage have
been introduced for the generation of diverse in silico virtual
libraries containing literally hundreds of millions of
molecules [85]. However, a recent trend in this field is to
build libraries that are not maximally diverse but constrained
to follow desired property profiles. This task can be quite
challenging because, in these cases, library design requires
the parallel optimization of multiple and sometimes
conflicting parameters. Therefore, multi-objective
optimization and design techniques have recently been
introduced [86-88]. For example, Gillet et al. have applied a
genetic algorithm to generate diverse libraries with drug-like
properties [88]. Different combinatorial libraries were
designed and described using MoSELECT. This program
suggests equally plausible solutions that compromise
between diversity and property objectives from which the
library designer can choose. Instead of applying a weighted-
sum fitness function for every property to be optimized,
MoSELECT is based on a multi-objective evolutionary
framework, called MOGA, where the ranking of parameter
populations is based on dominance instead of standard
fitness functions [89].

Compound Classification

Among the classification methods that have recently
experienced significant interest in drug discovery, are cell-
based partitioning and decision tree methods (first and
foremost, RP). The popularity of cell-based partitioning is at
least in part due to its conceptual elegance and the
attractiveness of decision tree techniques is to a large extent
due to its extreme computational efficiency. The predictive
value of these approaches has been demonstrated in a number
of case studies. For example, the BCUT metric has been
successfully applied in library comparison [90],
classification of enzyme inhibitors [91], and QSAR-like
analysis [92]. Similarly, PCA-based partitioning has yielded
high accuracy in classifying compound belonging to diverse
biological activity classes [67]. Recursive partitioning is
being widely applied to distinguish between active and
inactive compounds and build predictive models from HTS
data sets, as further discussed below. In these investigations,
enrichment factors of greater than 10-fold in classifying
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active compounds are frequently achieved as well as 5-fold
or greater improvements of hit rates in screens [59,60,93].

In addition to these popular approaches, recently
developed methods are beginning to be successfully applied.
For example, multi-domain clustering could distinguish
between many anti-HIV compounds and inactive molecules
and associate different chemotypes with anti-HIV activity
[63,94]. Using binary kernel discrimination, several fold
improvements in hit rates were obtained [77], similar to RP.
In a recent study, binary kernel discrimination outperformed
other in silico screening techniques, including substructure
and fingerprint searching and trend vector analysis, whereas
support vector machines performed worse than any of these
methods [95]. Thus, it can be expected that methods such as
multi-domain clustering and binary kernel discrimination
will be more extensively applied in the near future.

Another noteworthy trend is the increasing application of
intuitive and sometimes rather simple but useful filter
functions to process very large number of compounds and
enrich libraries with compound having desired properties
[96]. For example, a filter monitoring preferred functional
groups in drugs recognized drug-like compounds with 30%
higher frequency than other database molecules [97]. In
addition, property profiles of drug-like molecules have been
generated using a number of simple molecular descriptors
that display some degree of drug-selectivity in database
analysis [98]. These similar efforts demonstrate that focusing
or enrichment of compound libraries does not necessarily
require the application of complex computational models
such as neural nets, provided statistical criteria or
knowledge-based approaches can be applied.

Virtual Screening

More or less all compound classification methods
discussed above have been adapted for virtual screening (and
complement similarity search and docking techniques) [99].
Some reports are rather encouraging. For example, in
benchmark calculations, a NN-based virtual screen identified
almost 90% of all cytochrome P450 3A4 inhibitors in a
compound database [100], and an iterative virtual screen
based on hierarchical clustering produced hit rates between
25% and 39% for an anti-HIV data [101]. Furthermore,
applying recursive median partitioning, an adaptation of the
MP algorithm for virtual screening of very large databases,
more than 1000-fold hit enrichment over random compound
selection was achieved for several classes of inhibitors and
antagonists [102].

An interesting development in virtual screening is the
formation of interfaces to HTS [99]. Although the costs per
well or compound for large magnitude screening campaigns
have become lower over the years, the number of compounds
in screening data sets has increased substantially.
Consequently, there are often budgetary reasons for limiting
the size of screening sets, and this is increasingly being
attempted by chemoinformatics analysis. Furthermore, in the
virtual screening community, evidence is accumulating that
the efficiency of screening programs can be increased through
computational support. The interplay between virtual
screening and HTS involves different components. Screening
sets can be focused by compound classification or filtering.

In addition, methods such as binary QSAR, RP, or binary
kernel discrimination, as discussed above, are used to
analyze HTS data sets and build predictive models of
biological activity, which can in turn be applied for virtual
screening or focusing of source libraries [99]. Perhaps the
most promising development in this area aims at combining
virtual and wet screening in an iterative manner, a process
termed sequential screening [99,103]. For example, in a
benchmark study on various anti-cancer compounds, two-
stage sequential screening produced hit rates of up to 40%,
and an analysis of several such experiments revealed that two
iterations combining virtual and wet screening were typically
sufficient to identify more than 50% of all hits by testing of
only about 10% of compounds in screening libraries [103].
Such findings illustrate the potential of sequential screening
or related concepts.

CONCLUSIONS

 Methods to assess molecular diversity and to classify
compounds have been discussed. In drug discovery research,
these approaches have become popular over the past 15 years
or so. Although the concept of molecular diversity is
beginning to be re-evaluated in the context of molecular
property analysis and the study of drug-likeness, there is
little doubt that similarity, dissimilarity, and diversity
analysis will continue to play an important role at the
interface between chemoinformatics and synthetic and
medicinal chemistry. In addition, many compound
classification methods are under continuous development.
Clustering and partitioning algorithms have been adapted
and refined for increasingly demanding applications such as
effective screening of very large databases containing
millions of molecules. Moreover, new concepts for the
identification of active compounds have recently been
introduced. We anticipate that virtual and high-throughput
screening programs will be more integrated in the future than
they are today. In addition, the development of advanced
compound filter functions, predictive property profiles, and
novel classification methods continues to experience an
increase in interest in the chemoinformatics community.
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